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Abstract
Silicon boron nitride is the parent compound of a new class of high-temperature stable amorphous ceramics 
constituted of silicon, boron, nitrogen, and carbon, featuring a set of properties that is without precedent, and 
represents a prototypical random network based on chemical bonds of predominantly covalent character. In 
contrast to many other amorphous materials of technological interest, a-Si3B3N7 is not produced via glass 
formation, i.e. by quenching from a melt, the reason being that the binary components, BN and Si3N4, melt 
incongruently under standard conditions. Neither has it been possible to employ sintering of μm-size powders 
consisting of binary nitrides BN and Si3N4. Instead, one employs the so-called sol-gel route starting from single 
component precursors such as TADB ((SiCl3)NH(BCl2)). In order to determine the atomic structure of this 
material, it has proven necessary to simulate the actual synthesis route.
Many of the exciting properties of these ceramics are closely connected to the details of their amorphous struc-
ture. To clarify this structure, it is necessary to employ not only experimental probes on many length scales 
(X-ray, neutron- and electron scattering; complex NMR experiments; IR- and Raman scattering), but also 
theoretical approaches. These address the actual synthesis route to a-Si3B3N7, the structural properties, the 
elastic and vibrational properties, aging and coarsening behaviour, thermal conductivity and the metastable 
phase diagram both for a-Si3B3N7 and possible silicon boron nitride phases with compositions different from 
Si3N4 : BN = 1 : 3. Here, we present a short comprehensive overview over the insights gained using molecular 
dynamics and Monte Carlo simulations to explore the energy landscape of a-Si3B3N7, model the actual synthe-
sis route and compute static and transport properties of a-Si3B3N7.

Keywords: nitridic ceramics, modelling of amorphous compounds, synthesis modelling, transport properties, 
aging, energy landscape, structure

I. Introduction
One of the most fascinating new classes of high-

technology materials are the amorphous nitridic ce-
ramics of the composition a-SixByNlCz [1−11] such as 
a-Si3B3N7 and a-SiBN3C. These compounds are synthe-
sized via the sol-gel route and exhibit a very high sta-
bility against crystallization up to 1900 K and 2100 K 
for a-Si3B3N7 and a-SiBN3C, respectively. Furthermore, 
e.g. a-SiBN3C is stable against oxidation up to 1700 K, 

and exhibits a high bulk modulus B = 200−300 GPa, 
while at the same time the density of the materials is 
very low, e.g. ρ ≈ 1.9 g/cm3 for a-Si3B3N7, compared to 
the weighted average of the binary endphases Si3N4 and 
BN, ρ = 2.8 g/cm3.

Understanding the reason for this surprising stabil-
ity is of great importance for the future design of such 
new materials. Since these materials are amorphous, ex-
perimental data [11−13] cannot fully reveal their struc-
ture, and thus it is necessary to combine theoretical and 
experimental studies. We have focussed our theoreti-

* Corresponding author: tel: +49 711 689 1464
fax: +49 711 689 1502, e-mail: C.Schoen@fkf.mpg.de



50

J.C. Schön et al. / Processing and Application of Ceramics 5 [2] (2011) 49–61

cal work on the prototypical material, a-Si3B3N7, where 
we have studied the actual synthesis route to a-Si3B3N7 
[14,15], the structural properties [16,17], the elastic and 
vibrational properties [17], aging and coarsening behav-
iour [18,19], thermal conductivity [20], and the metasta-
ble phase diagram both for a-Si3B3N7 [21] and possible 
crystalline silicon boron nitride phases with composi-
tions different from Si3N4 : BN = 1 : 3 [22]. Here, we 
present a short overview over the insights gained us-
ing molecular dynamics and Monte Carlo simulations 
to explore the energy landscape of a-Si3B3N7, model the 
actual synthesis route and compute static and transport 
properties of a-Si3B3N7. 

II. Methods
For our simulations, we have employed a number of 

numerical techniques, ranging from straightforward mo-
lecular dynamics and Monte Carlo simulations to multi-
step modelling, including statistical and analytical mod-
els. We employed a classical potential taken from the 
literature [23] and used system sizes ranging from 351 
to 22464 atoms; however, most of the work was per-
formed with simulation cells of about 20×20×20 Å3 con-
taining Natom = 702 atoms (162 Si, 162 B, 378 N) or with 
cells containing Natom = 1300 atoms. We found that once 
we went beyond the shorter time scales, the results of the 
molecular dynamics and Monte Carlo simulations were 
quite compatible. Thus, we have used the computation of 
the diffusion coefficients with these two methods to es-
tablish a simulation time scale for the Monte Carlo sim-
ulations where 1 Monte Carlo cycle (i.e. Natom individual 
Monte Carlo steps) corresponds to about 1/2 fs. The step 
size of the moves in the Monte Carlo simulations was 
set such that for a given temperature about 50% of the 
moves were accepted, and the time step in the molecular 
dynamics calculations was usually 1/2 fs. We performed 
both constant volume and constant pressure simulations 
depending on the issue being addressed. For more de-
tails on particular calculations, we refer to the literature 
cited in the results section.

III. Results

3.1 Modelling the sol-gel synthesis of a-Si3B3N7
As mentioned above, and as we will note in the next 

subsection, the only way to generate realistic structure 
models of a-Si3B3N7 is to simulate the actual synthesis 
route, i.e. the polymer-precursor or sol-gel route. Since 
the complete polymer-precursor route extends over 
many time and length scales, we have developed a step-
ping stone approach in order to simulate the synthesis as 
faithfully as possible [14,15]. Initially, precursor mole-
cules are in solution with an excess of NH3, which react 
with each other based on the number of available reac-
tive sites per molecule and their density within the so-
lution. During this first linking stage, we take the like-

lihood that a given reaction attempt is successful to 
depend on whether a Si-N or a B-N bond is formed, 
with B-N bonds being energetically preferred. The dif-
fusion rates of the individual molecules being relatively 
high, local depletion effects in the precursor-concentra-
tion do not play a big role and thus the precursor densi-
ty can be taken to be spatially homogeneous. The first 
reaction stage can therefore be modelled by generating 
lists of linked precursor molecules (nTADB < 10) accord-
ing to these probabilities.

However, once several precursor molecules have 
linked up to form a larger aggregate, this oligomer will 
move much more slowly compared to the remaining 
original precursor and NH3 molecules. Thus, the oli-
gomers will become essentially stationary and serve as 
condensation centres for the still mobile reactants. This 
allows us to model this latter phase of the syn thesis as a 
multiple condensation process of individual oligomers 
and monomers. At the end of this stage, we are left with 
many isolated oligomers, which are now beginning to 
cross-link to form the polymer stage. This is modelled 
by placing the oligomers randomly on a lattice and 
shrinking the average distance until they can interact 
and form bonds. Finally, the pyrolysis stage is simulat-
ed by a Monte Carlo simulation at T = 1200 K, which 
stays well below the computational melting temperature 
(Tmelt(Si3B3N7

cryst) ≈ 2500 K and Tmelt/glass(Si3B3N7
amorph) ≈ 

2000 K) of the system but nevertheless eliminates most 
of the many dangling bonds still present in the poly-
mer. During the pyrolysis simulations, the density of the 
polymer increases from ρ ≈ 1.5 g/cm3 to the final val-
ue of ρE = 1.8−2.0 g/cm3. Figure 1 shows the resulting 
amorphous compound.
3.2 Structural modelling of a-Si3B3N7 and computation 
of bulk properties

In principle, there exist a large number of ways to 
generate an amorphous ternary compound: quenching 
from the melt, amorphization under high pressure, etc. 
In order to gain additional understanding of a-Si3B3N7, 
we have generated five different classes of models rep-
resenting five such synthesis routes [17]: (A) quench-
ing from a melt via Monte-Carlo / molecular dynamics 
simulations; (B) sintering of BN and Si3N4 nanocrystals 
[16], with a diameter of each fragment ≈ 1/2 nm; (C) 
sintering of amorphous Si3B3N7-clusters, where each 
cluster contains several hundred atoms and is generat-
ed via a locally optimized “build-up-build-down” algo-
rithm [24,25]; (D) deposition from the vapour phase, 
modelled via a random close packing algorithm for the 
N3− anions where the B3+ and Si4+ cations are distributed 
over the holes in the packing, followed by a tempering 
simulation [26]; (E) the actual sol-gel route described in 
the previous subsection.

The most surprising observation is that the radial dis-
tribution functions (RDF) of the random network struc-
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tures generated via these different routes are distinctly 
different: The variance for the many samples generated 
for one class of models is smaller than the average dis-
tance in “RDF-space” between models belonging to dif-
ferent classes. The best agreement with the experimen-
tal RDF is found for the models of class (B) and class 
(E). As far as the first local coordination of Si and B by 
N and N by Si and B is concerned, all models give very 
similar results, with SiN4-tetrahedra and planar BN-tri-
angles being the most dominant coordinations by far, in 
agreement with experiment. However, the models differ 
regarding the second coordination sphere, i.e. the first 
Si-Si/B and B-Si/B coordination. Here, the models be-
longing to classes (A), (C) and (D) show a close-to-ran-
dom statistical distribution of Si/B neighbours to a given 
B or Si atom. In contrast, the class (B) models generated 
by sintering binary nanocrystallites exhibit a very high 
preference for Si-Si and B-B neighbours over a mixed 
Si-B coordination. Best agreement with NMR-measure-
ments, however, is found for the models of class (E), 
where a distinct but not overwhelming preference for 
Si-Si and B-B neighbours is observed (Fig. 1).

Regarding the overall density of the structures gen-
erated, models of classes (A), (C) and (D) show densi-
ties in the range of 2.7−2.8 g/cm3, and those belonging 
to classes (B) and (E) have densities of 2.2 g/cm3 and 
1.8−2.0 g/cm3, respectively. For comparison, the density 
of a hypothetical crystalline compound [27] Si3B3N7 is 
about 2.9 g/cm3. Again, the structures generated by fol-
lowing the experimental synthesis route show the best 
agreement with experiment (ρexp ≈ 1.8−1.9 g/cm3) [6]. 
Thus, we conclude that the models produced by simu-
lating the actual synthesis are most appropriate as far as 
structural properties are concerned. 

When analyzing the models of class (E) in more de-
tail, we note that they contain a large number of tiny 
voids with diameters ranging from 0.2 to 0.7 nm [19]. 

This is again in good agreement with the experiment, 
since TEM-measurements did not indicate any voids 
larger than 2 nm [28]. In contrast, e.g. the models gen-
erated by quenching from the melt show no voids with 
diameters larger than 0.3 nm [19]. However, we note 
that as far as the total energy is concerned, the mod-
els with the lower overall density are higher in energy 
than those with high densities. Thus, one would expect 
that at sufficiently high temperatures a volume shrink-
age of the ceramics might take place (unless the temper-
atures required are so high as to lead to the decomposi-
tion of the ceramics with loss of N2 and/or the formation 
of Si3N4 / BN crystallites). 

In order to investigate this question, we have sim-
ulated the possible coarsening of the material gener-
ated by the sol-gel-route via very long constant pres-
sure Monte Carlo simulations at several temperatures 
for systems with up to 5200 atoms [19]. We find that for 
temperatures below the melting / glass transition tem-
perature of the amorphous phase (2000−2250 K) the av-
erage size of the voids increases approximately like a 
power law in time while the total number of voids de-
creases in agreement with expectations from coarsening 
theory. The overall density increase can best be approx-
imated by a logarithmic law.

Repeating these calculations at elevated pressures 
[19], the material behaves like an elastic solid (with a 
bulk modulus of about 150 GPa) at low temperatures 
up to about 5 GPa. But for pressures above this value, 
irreversible shrinkage takes place, and after releasing 
the pressure, the overall density has increased to about 
2.8 g/cm3. Similarly, already relatively small pressures 
are sufficient to cause an irreversible shrinkage dur-
ing simulations at temperatures of 1500 K and above. 
It would clearly be interesting to see, whether a high-
pressure-high-temperature experiment would produce 
such a high-density amorphous phase of a-Si3B3N7, 

Figure 1. Structure of a-Si3B3N7 generated via simulation of the polymer-precursor route depicted as ball models with an edge 
length of ≈ 4.5 nm.[50] Si-atoms: red; B-atoms: blue; N-atoms: green. Note the inhomogeneous distribution of Si and B atoms.
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which should have very good mechanical properties. 
We note that in real systems, after a small shrinkage in 
the volume, a crust would be formed at the surface that 
is essentially impenetrable to voids. As a consequence, 
while coarsening also takes place inside the real mate-
rial, this happens at a much lower rate than the one ob-
served in our constant pressure simulations, where the 
next “outside surface” is effectively only one simula-
tion cell length (here: 2 nm) away! 

For all the models belonging to all five classes, we 
have computed their bulk moduli [17]. We find that the 
bulk modulus computed from the E(V)-curve on aver-
age increases with the density of the model, with values 
ranging from B = 50 GPa to about B = 250 GPa, in good 
agreement with the result from the simulations above 
and experimental data (Bexp ≈ 200 GPa) [29]. 

Similarly, the computed phonon spectra show the 
same shape for all the model classes [17,30] (Fig. 2): 
A large broad peak at about 0.05 eV (≈ 400 cm−1), from 
which the phonon density of states slowly decreases to 
a minimum at about 0.15 eV (≈ 1200 cm−1), followed 
by a smaller peak at around 0.17 eV (≈ 1400 cm−1), 
and no contributions beyond 0.25 eV (≈ 2000 cm−1). 
This second peak is less pronounced for the models of 
class (B) and (E). A comparison with calculated pho-
non densities of states for crystalline β-Si3N4 and hex-
agonal BN shows that the high-frequency peak can be 
associated with vibrations of BN while the lower fre-
quency bulge should stem mostly from Si-N lattice vi-
brations. 

When we analyze the localization of the computed 
vibrational modes using the average participation ratio 
[31,32], ρ(X )(ωi ) = (N Σi(ej

(i) ej
(i))2)-1 (where ej

(i) is the 
(3-dimensional) contribution of atom j to the normal-
ized eigenvector e(i)), we find that we can assign certain 
frequency ranges to particular atom and building unit 
contributions. The vibrational modes in the main peak 

at 0.05 eV are all non-localized, while those with ener-
gies greater than 0.1 eV are localized and only very few 
atoms (≈ 3−7 atoms) are involved. This is supported by 
repeating the calculations for a system of twice the size 
(2600 instead of 1300 atoms), where the participation 
ratio scales by a factor of 2 for the localized modes (as 
it should for such modes), but does not clearly scale for 
modes in the low-frequency range. If one considers the 
building unit projections of the eigenmodes, one finds 
that the vibrations centered on Si and B atoms are dom-
inated by vibrations of SiN4- and BN3-units, respective-
ly. In addition, one finds in the low-energy modes also 
contributions of under-coordinated SiN3- and BN2-units, 
and in the high-frequency region the peaks at about 0.2 
eV are clearly due to BN2-building units.

Where the models belonging to different classes can 
be most clearly distinguished is in the amount of contri-
butions of units of the type NSi3−xBx (x = 0,1,2,3), due 
to the different probabilities to find such units in the dif-
ferent models. The main peak in the nitrogen contribu-
tion to the vibrational densities of states is dominated 
by either NSi2B1 units (in particular for models from 
class A) or NSi3-units. However, in general one would 
not expect that one could distinguish between the mod-
el classes just based on the measured phonon densi-
ties of states. The above assignments are in qualitative 
agreement with the experimental IR-spectra [33], which 
show broad peaks at 0.11 eV (≈ 930 cm−1) and 0.166 eV 
(≈ 1340 cm−1); the frequencies above 0.2 eV (≈ 1620 
cm−1) which are missing in the experiment, are due to 
defects in the local coordination of the simulated struc-
tures which would be expected to have been annealed 
out during the experimental synthesis. 

Regarding transport properties, the ceramics are in-
sulators electronically, but their thermal conductivity is 
clearly of interest. Thus, we have performed a comput-
er experiment [20], where we select two planes parallel 

Figure 2. Typical vibrational spectrum of a-Si3B3N7 for local minima of the energy landscape observed along trajectories for 
five different temperatures between 25 K and 4000 K
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Figure 2: Typical vibrational spectrum of a-Si3B3N7 for local minima of the energy land-
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Figure 3. Heat conductivity κ of a-Si3B3N7 as function of temperature T.

to the y-z-plane of the orthorhombic simulation cell that 
are 1/2L apart, where L is the side length of the simula-
tion cell in the x-direction. After equilibrating the sys-
tem at the simulation temperature T (T = 20, 50, 100, 
..., 500 K), we raise the temperature of the atoms in one 
plane by a small amount ΔT and lower the temperature 
at the other plane by the same amount, and keep the two 
planes at these temperatures for the remainder of the mo-
lecular dynamics simulation. After equilibration of the 
system in this configuration, a temperature gradient has 
been established between the two planes, and we mea-
sure the amount of heat that needs to be added to the hot-
ter plane and removed from the colder plane, in order to 
keep the temperatures of the two planes constant. Tak-
ing the ratio of heat flow to thermal gradient yields the 
thermal conductivity κ = | j |/|   T | where | j | = ΔE/(AΔt) 
is the average heat flow through a cross section A, and 
|   T | = 4ΔT/L is the temperature gradient, for the giv-
en length L of the simulation cell. Repeatedly doubling 
the length of the cell in the x-direction and again per-
forming the simulation yields κ(L), and by plotting κ(L) 
versus 1/L, one can derive the thermal conductivity for 
an infinite system. We find κ = 4 W/m/K, essentially 
constant for the whole temperature range investigated  
(Fig. 3). Since κ has not yet been measured for a-Si3B3N7, 
we estimate the reliability of the procedure by studying 
the corresponding binary systems. We find that the ex-
perimental value exceeds the one from the simulations 
by a factor of 3−5, similar to what we have found for 
Selen [34]. Thus, one would conclude that the true val-
ue of κ should be about κ ≈ 15 W/K/m. 

Similarly, we can compute the dissipation of a 
heat pulse in a-Si3B3N7, which allows us to measure 
the speed with which energy is transported through 
the system, υS ≈ 3−4×103 m/sec, a value which lies in 

the range of the speed of sound found experimental-
ly in crystalline Si3N4 (υS ≈ 1.1 × 104 m/sec) and BN 
(υS ≈ 7 × 103 m/sec). For comparison, we have per-
formed simulations of energy transport in Si3N4 and 
BN, which yield velocities υS ≈ 7.5 × 103 m/sec and υS 
≈ 8 × 103 m/sec, respectively. We also find the dissipa-
tion time for the heat pulse τdiss ≈ 50 fs; this time com-
petes with the time for energy transport through the 
simulation cell, τtrans = L/ υS ≈ 0.2 ps.
3.3 Phase diagrams in the Si/B/N system: a-Si3B3N7 
and the quasi-binary Si3N4/BN system

When we consider the energies of formation of the 
various (meta) stable compounds in the Si/B/N system, 
we find the following ranking by energy [17,21]: For 
the overall composition Si3B3N7, the lowest energy is 
found for the corresponding combination of the binary 
end phases, BN : Si3N4 = 3 : 1, followed by a number of 
hypothetical crystalline compounds of this composition 
[27,35]. The next higher in energy are the dense amor-
phous phases we have generated in models (A), (C) and 
(D), then come the sintered nanocrystallites (1/2 nm di-
ameter), and the ones highest in energy are the amor-
phous structures found via the sol-gel route. We note 
that the larger the nanocrystallites selected for the an-
nealing are, the lower the final energy of the sintered 
product will be: Once their size exceeds ≈ 3 nm, the en-
ergy lies below the dense amorphous phase, and above 
≈ 15 nm diameter, the sintered crystallites are lower in 
energy than the best hypothetical ternary compounds. 
Of course, such sinters of large crystallites no longer 
form true ternary phases but instead constitute a nano-
crystalline array of Si3N4 and BN crystallites. Howev-
er, this analysis explains, why all attempts have failed 
to generate amorphous silicon boron nitride via sinter-
ing of μm size crystallites [6].
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Nevertheless, there are two important questions that 
should be considered: how would the metastable phase 
diagram of Si3B3N7 look like as function of temperature 
and pressure, and what is the standard phase diagram 
for the quasi-binary Si3N4/BN system, with a particular 
focus on the possible existence of thermodynamically 
stable ternary compounds? We have addressed the first 
issue [21] by performing long constant volume Mon-
te Carlo simulations for a large number of volume-tem-
perature combinations ranging from 250 K to 7000 K 
and densities ρN from 0.12 atoms/Å3 to 10−5 atoms/Å3, 
where the pressure was evaluated using the standard 
virial formulation [36]. 

A central part of the analysis is to determine, 
whether for the given pressure/volume and tempera-
ture conditions the system is in the solid, liquid or gas-
eous state. Several criteria are used, which are based 
on one-(time)point properties such as potential ener-
gy and size distribution of connected atom clusters as 
well as on two-point properties such as the diffusion 
coefficient and the bond-survival probability (corre-
sponding to the likelihood that the same two atoms 
are nearest neighbours at two substantially different 
points in time). We first assign the system to the gas-
eous or “condensed” (solid / liquid) state of matter ac-
cording to whether the cluster size distribution favours 
small units containing only a few atoms or large clus-
ters with hundreds of atoms, respectively. Next, the 
bond-survival probabilities (BSP) are employed to 
distinguish between the liquid and solid state, since 
the liquid state exhibits low values for the BSP. Fig-
ure 4 shows the resulting phase diagram. We find that 
the condensed amorphous phase stays solid for all 
temperatures up to 1750 K for all densities, beyond 
which softening and a glass transition occurs. Similar-
ly, the condensed crystalline phase remains solid up to 
the melting temperature of 2500 K. Up to about 3000 
K a liquid phase is present, which at higher tempera-
tures behaves like a non-ideal gas with a liquid-gas-

coexistence region and a critical point at Tcr ≈ 8000 
K, pcr ≈ 1.3 GPa and ρcr ≈ 0.032 atoms/Å3, which is 
in good agreement with a fit of the p(V,T)-curves to a 
van-der-Waals gas model. We also note that we can es-
timate the N2 pressure required to keep the ternary liq-
uid from decomposing to be about 4 GPa at 2000 K.

Regarding the search for possible ternary com-
pounds in the Si/B/N-system, we have employed our 
modular approach to structure prediction [27,37−39]. 
This method is based on the search for local minima 
and locally ergodic regions on the energy landscape of 
the chemical system, which correspond to the (meta)
stable compounds capable of existence [40]. For com-
positions Si3N4 : BN = 1 : 1, 2 : 3, 1 : 2, 1 : 3, and 1 : 4, 
we have performed global searches for local minima 
on the empirical potential energy landscape, with up to 
6 formula units per simulation cell [22]. As search al-
gorithms, we use simulated annealing [41], the thresh-
old algorithm [42] and the prescribed-path method 
[43], where both atom positions (≈ 80% of the moves) 
and cell parameters (≈ 20% of the moves) are free-
ly varied. Subsequently, we rank all structure candi-
dates using ab initio energy calculations on Hartree-
Fock level. Figure 5 shows the phase diagram found at 
0 K, where only the best structure candidate for each 
composition investigated is shown. We find that for 
all compositions the thermodynamically stable state 
is achieved by a phase separation into the two binary 
end phases BN and Si3N4. Among the possible meta-
stable ternary compounds, the “best” candidates are 
found for the composition Si3B3N7. Since all these 
compounds constitute quite intricate nitridic networks 
with many possible side minima on the energy land-
scape favouring the formation of amorphous phases, 
the actual synthesis is expected to be rather difficult, 
though all these compounds should be highly stable 
once they have been synthesized. An overview over 
the most promising structure candidates is given in the 
Appendix (Tables 1 and 2).

Figure 4. Metastable phase diagram of (amorphous) silicon boron nitride [21]. G: gaseous phase; L: liquid phase; S: solid 
phase; L-G: gas-liquid co-existence region; S-L: gas-solid co-existence region; S-L: crystalline solid / super-cooled liquid. 

Note that each data point corresponds to an average of several simulations performed with a finite 
simulation cell at the given values of T and ρ.
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Figure 4: Metastable phase diagram of (amorphous) silicon boron nitride[21]. G: gaseous
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3.4 Properties of the energy landscape of a-Si3B3N7: 
relaxation and aging phenomena

Underlying the properties of a-Si3B3N7 is the highly 
complex energy landscape of the Si3B3N7 system, with 
a very large part belonging to the amorphous phase, 
leading to many non-ergodic features in the dynamics of 
the system. We determine the temperature below which 
non-ergodicity prevails by investigating, whether the 
fluctuation-dissipation theorem (FDT) holds for long 
simulations at a given temperature. As indicator variable, 
we use the potential energy and check, whether the 
derivative of the average energy with respect to temperature 
equals the fluctuations in the energy during the simulation:  
Δ‹E›tω< t < tω+tobs (T )/ΔT ≈ σ2(E)tω< t < tω+tobs (T )/ (kBT 2), 
where ‹E›tω< t < tω+tobs (T ) is the average potential energy 
of the configurations generated at temperature T and 
averaged over time after a waiting time tω and σ2(E) is 
the variance of the energy during the simulation run. 

A crucial feature of non-ergodic behaviour is the 
dependence of many quantities on both the starting 
and the end point of the measurement, tω and tω + tobs, 
in contrast to ergodic situations where only the elapsed 
time tobs matters. We find that below 2000 K, the FDT 
is violated, which manifests itself in a freezing-out of 
the structure, i.e. a strong increase in the bond-survival 
probability obeying a Kohlrausch-Williams-Watts law,  
BSP(t) = exp(−(t/τBSP(T))β) (β ≈ 0.3−0.5) [18], a peak in 
the specific heat around 2000−2500 K[18], and a rapid 

decrease in the diffusion constant D = A(T − TX)γ, with 
TX ≈ 2000 K. In the liquid phase above 2500 K, the 
diffusion coefficient found, D ≈ 2 × 10−4 cm2/s, is in good 
agreement with the one obtained for amorphous silica, 
while in the solid phase below 1750 K, D becomes very 
small. 

One particularly fascinating aspect of non-ergodic-
ity is the aging behaviour of the complex system, i.e. if 
one lets the system relax on a time scale of tw in a non-
ergodic state, then for subsequent observation times tobs 
small compared to tω, the FDT appears to hold, while for 
times tobs > tω the FDT is violated. This can be studied ex-
plicitly by investigating the two-time energy-energy av-
erage, φ(tω,tobs;T) = ‹E(tω)E(tω + tobs)›ens/‹E(tω)E(tω)›ens, 
where the subscript “ens” always denotes taking an av-
erage over all trajectories in the ensemble of simula-
tions. One finds that for tobs < tω , φ ≈ 1, while for tobs > tω φ 
increases logarithmically with tobs , as one would expect 
from non-ergodic systems. A similar aging behaviour 
is observed when computing the bond-survival proba-
bility and the diffusion coefficient as function of tω and 
tobs [18]. 

Finally, one can connect the non-equilibrium be-
haviour to the properties of the energy landscape of a- 
Si3B3N7. For this, we explore the landscape via many 
long constant temperature Monte Carlo simulations, 
where we periodically stop the simulation and perform 
many stochastic quenches to explore the minima lying 

Figure 5. Excess enthalpies for the quasi-binary Si3N4/BN system as function of composition, representing the (metastable) 
phase diagram at 0 K. The vertical axis depicts the excess enthalpy at standard pressure of the metastable crystalline struc-

ture candidates for various compositions compared to the weighted average of the enthalpy of 
Si3N4 and BN. Only candidates with lowest energy are shown for each composition.

Figure 5: Excess enthalpies for the quasi-binary Si3N4/BN system as function of compo-
sition, representing the (metastable) phase diagram at 0 K. The vertical axis depicts the
excess enthalpy at standard pressure of the metastable crystalline structure candidates
for various compositions compared to the weighted average of the enthalpy of Si3N4 and
BN. Only candidates with lowest energy are shown for each composition.
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below the trajectory. A semi-log plot of the average en-
ergy of the minima xmin observed vs. the time along the 
trajectory for temperatures below 2000 K shows that 
‹E(t;T,xmin)›ens, decreases logarithmically with time, 
similar to what is seen in other complex systems [44]. 
A fit of the logarithmic slope as function of temperature 
yields A(T) = 76T − 134T2, which qualitatively agrees 
with results from so-called LS-tree models [45], sug-
gesting that the landscape of a-Si3B3N7 might possess 
some hierarchical aspects in the low-energy range rel-
evant for the dynamics at temperatures below the glass 
transition temperature.

This agrees with the observation that if one lowers 
the temperature below 1500 K, the average energy of 
the minima encountered starts to increase again with 
decreasing simulation temperature, in contrast to what 
one would expect from equilibrium-like behaviour [18]. 
On the other hand, for temperatures above 2000 K in 
the (super-cooled) liquid state, the average energy of the 
minima below the trajectory increases with temperature 
as expected in equilibrium situations. Furthermore, we 
note that the distance in configuration space between 
the holding point and the corresponding quench points 
is about an order of magnitude larger than the distanc-
es between the quench points belonging to the holding 
point. This indicates that the holding points are typical-
ly associated with only one large basin on the landscape 
containing many similar individual minima and saddle 
points, and not with a transition region connecting two 
such basins. 

Next, the vibrational spectra of the holding points 
(Fig. 6) and the minima (Fig. 2) are computed, in or-

der to determine, to what degree the walker hops be-
tween basins or moves smoothly above them [30]. For 
T < 1000 K, the fraction of imaginary modes is close 
to zero, i.e. the trajectory of the system spends most 
of its time close to local minima, hopping once in a 
while between them. Between 1000 K and 2000 K, the  
harmonic approximation breaks down and the num-
ber of imaginary modes increases, with a maximum 
in the increase between 2000 K and 2500 K when the 
system moves from the glassy to the liquid state. At 
the same time, the character of the imaginary modes 
changes from localized below 2000 K to extended mo-
tion for T > 2000 K. Here, Si and N atoms contrib-
ute the most to these modes indicating that Si-N bond 
breaking is the dominant mechanism for the structur-
al re-arrangements in the amorphous phase. Howev-
er, even at 7000 K, only 20% of the modes at the hold-
ing points are imaginary, in nice agreement with our 
observation during the phase diagram simulations that 
relatively long-lived clusters exist in the liquid phase 
even at high temperatures. 

It is interesting to note that at high temperatures 
many stopping points of the quench runs are actual-
ly saddle points (upon a small shift away from such a 
quench point a subsequent gradient minimization led to 
the nearest local minimum). In particular, for T ≥ 2000 
K, the energy differences between the holding points 
and these quench points are close to the vibrational en-
ergy at the quench points, suggesting that the descrip-
tion of dynamics above the glass transition temperature 
as a hopping dynamics on saddle points [46] has some 
justification.

Figure 6. Typical vibrational spectrum of a-Si3B3N7 for holding points along trajectories for five different temperatures
between 25 K and 4000 K. ’Negative’ frequencies correspond to imaginary modes
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Figure 6: Typical vibrational spectrum of a-Si3B3N7 for holding points along trajectories
for five different temperatures between 25 K and 4000 K. ’Negative’ frequencies correspond
to imaginary modes.
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The reason for this might be connected to the trap-
ping behaviour of the landscape, since the local den-
sity of states sampled during the simulations appears 
to grow approximately exponentially in the low-ener-
gy regions of the landscape, leading to the so-called 
exponential trapping [47,48]: Due to the local expo-
nential growth by a growth factor 1/Ttrap in the num-
ber of states N(E) = N(E0) exp((E − E0)/Ttrap), the 
walker cannot enter this region for temperatures  
T > Ttrap. Thus he spends all the time in the flat parts of a 
band of the landscape of width kBT below the top of the ex-
ponentially growing region (these are precisely the sad-
dle points in the accessible energy range), and the system 
can easily move between basins on the landscape, since 
the effective barriers that need to be crossed are very 
small (i.e. of order kBT). This is consistent with the earli-
er observation that the walkers spend most of their time 
in individual basins and not in transition regions con-
necting them: if the effective barriers are very small, the 
walkers are highly mobile even though the actual transi-
tion regions are relatively small. On the other hand, for  
T < Ttrap, the walker drops into the deep exponential val-
leys and thus must cross rather high barriers for further 
structural re-arrangements. As a consequence, the sys-
tem requires considerably longer for moving among ba-
sins on the landscapes, and this is reflected in the rather 
sudden freezing-in of the amorphous structure associat-
ed with the glass transition. 

Taken together, these results suggest that a-Si3B3N7 
has a rugged energy landscape with a “basin”-based hi-
erarchy, but where for each basin both the local density 
of states and the local density of minima grow very rap-
idly, possibly exponentially for the accessible density of 
states1. In addition, the energy differences of the saddle 
points to their “associated minima” also show a steady 
increase with the energy of the minima, but probably not 
so fast as the density of states itself. Finally, the asso-
ciated flat transition regions between the basins slowly 
change in complexity with increasing energy. But even 
here, most of the movement is not diffusive but some 
kind of oscillatory motion, in agreement with the fact 
that up to about 4000 K the system is still in a condensed 
(liquid) phase. Only for even higher temperatures do we 
explore the part of the landscape that describes a fluid of 
smaller clusters of sizes below 50 atoms.

IV. Conclusions
In order to understand the properties of amorphous 

silicon boron nitride in greater depth, we have mod-
eled its structure, computed its properties and ana-
lyzed its underlying energy landscape. We find that it 
is necessary to follow the actual synthesis route when 
generating a realistic structural model of a-Si3B3N7. 

This consists of a random network of SiN4-tetrahedra 
and BN3- and NSixB3-x-triangles, where Si and B show 
a moderate preference (due to the synthesis route) 
for Si and B as first cationic neighbours, respective-
ly. The presence of a large number of subnanometer-
size voids in the structure accounts for the low den-
sity of the material. The physical properties of these 
models show good agreement with experimental data. 
From the computed phase diagram of the system one 
sees that the thermodynamically stable state is a phase 
separation into BN and Si3N4 crystallites that is pref-
erable even over the best metastable ternary crystal-
line Si3B3N7-modifications once the crystallite size ex-
ceeds a few dozen nanometers, explaining the failure 
of synthesizing a-Si3B3N7 by sintering of BN and Si3N4 
micro-crystals. As a consequence, at sufficiently high 
temperatures and long enough time scales, formation 
of such crystallites is expected to occur in the amor-
phous phase. But already before this happens, aging 
will take place in the ceramics resulting in a very slow 
coarsening of the distribution of voids. This is in good 
agreement with the complex energy landscape of a-
Si3B3N7, which most likely consists of a hierarchy of 
minima basins, with a quasi-exponential growth of the 
local densities of states in the low-energy range of the 
landscape.
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Table 1. Energetically lowest predicted structures in the Si-B-N system for compositions Si6B3N11, Si3B2N6 and Si3B4N8. Note 
that the structures with composition Si3B3N7 are already given in the literature [27,35].

Space group (no.) 
crystal system, type

Lattice constants 
a, b, c [Å]; α, β, γ [°]

Atom (multip., Wyckoff let.), rel. coord.
atom x Y z

P2/m (10) a = 16.4392 Si1(2n) 0.402369 0 0.511920
monoclinic b = 25.6467 Si2(2n) 0.733028 0 0.649894

Si6B3N11 c = 7.4223 Si3(2n) 0.291768 0 0.936993
α = γ = 90 B1(1b) 0 0 0

β = 72.3779 B2(2n) 0.869004 0 0.300298
N1(2n) 0.671998 0 0.276351
N2(2n) 0.070035 0 0.859576
N3(2n) 0.756818 0 0.851495
N4(2n) 0.633515 0 0.666912
N5(2n) 0.191280 0 0.543526
N6(1f) 1/2 0 1/2

Pm (6) a = 7.1124 Si1(1a) 0.537860 1/2 0.946373
monoclinic b = 2.7354 Si2(1b) 0.942571 0 0.734815

Si3B2N6 c = 6.5485 Si3(1b) 0.211819 0 0.211819
α = γ = 90 B1(1a) 0 0 0

β = 115.5982 B2(1b) 0.354765 0 0.853715
N1(1b) 0.197838 0 0.945390
N2(1a) 0.423832 0 0.171384
N3(1a) 0.086725 0 0.834277
N4(1a) 0.805937 0 0.553489
N5(1b) 0.457085 0 0.439270
N6(1b) 0.967285 0 0.484339

Pm (6) a = 7.5713 Si1(1a) 0 0 0
monoclinic b = 2.6684 Si2(1b) 0.273179 1/2 0.237329

Si3B4N8 c = 7.0689 Si3(1a) 0.601477 1/2 0.237329
α = γ = 90 B1(1b) 0.914260 ½ 0.665061

β = 90.6310 B2(1a) 0.322522 ½ 0.665061
B3(1b) 0.494467 ½ 0.786145
B4(1a) 0.855227 ½ 0.786145
N1(1a) 0.939340 ½ 0.786145
N2(1a) 0.552970 ½ 0.786145
N3(1b) 0.865610 ½ 0.464611
N4(1a) 0.231833 ½ 0.464611
N5(1b) 0.495525 ½ 0.189735
N6(1b) 0.131048 ½ 0.047159
N7(1a) 0.821279 ½ 0.047159
N8(1b) 0.372185 ½ 0.630893
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Table 2. Predicted structure in the Si-B-N system for composition Si3BN5. Note that the structures with composition Si3B3N7 
are already given in the literature [27,35].

Space group (no.) 
crystal system, type

Lattice constants 
a, b, c [Å]; α, β, γ [°]

Atom (multip., Wyckoff let.), rel. coord.
atom x y z

P (1) a = 8.89933 Si1(1a) 0.762771 0.762771 0.6935300
monoclinic b = 8.89933 Si2(1a) 0.127782 0.127782 0.193530

Si3BN5 c = 7.37224 Si3(1a) 0.112067 0.112067 0.764055
α = β = 90 Si4(1a) 0.778486 0.778486 0.264055

γ = 18.0390 Si5(1a) 0.363632 0.363632 0.961270
Si6(1a) 0.526921 0.526921 0.461270
B1(1a) 0.494467 1/2 0.786145
B2(1a) 0.000000 0.000000 0.000000
B3(1a) 0.890553 0.890553 0.500000
N1(1a) 0.313961 0.313961 0.162300
N2(1a) 0.576592 0.576592 0.662300
N3(1a) 0.429797 0.429797 0.497411
N4(1a) 0.460755 0.460755 0.997411
N5(1a) 0.209435 0.209435 0.734696
N6(1a) 0.681118 0.681118 0.234696
N7(1a) 0.084109 0.084109 0.987261
N8(1a) 0.806444 0.806444 0.487261
N9(1a) 0.838833 0.838833 0.843533
N10(1a) 0.051720 0.051720 0.343533




